**Online Payment Fraud Detection Using Machine Learning**

# **CHAPTER ONE**

# **INTRODUCTION**

## **1.1 Overview**

In today's digital era, online payment systems have grown in popularity and have become an essential component of our daily life (Khando et al., 2022). These systems provide ease, speed, and accessibility by enabling individuals and organisations to conduct financial transactions at any time and from any location (Khando et al., 2022). However, as online payments have become more common, so has the possibility of fraudulent activities (Mikkelsen et al., 2022). Online payment fraud is defined as any fraudulent or unauthorised behaviour aimed at exploiting vulnerabilities in the payment process to illegally gain financial benefits (Stripe, 2023). Online payment fraud can take many forms, but the most common are fraudulent individuals obtaining credit card or bank account information, forging checks, or utilising stolen identity information to perform unauthorised transactions (Stripe, 2023). To carry out fraudulent transactions, fraudsters use a variety of strategies, including stolen credit card information, identity theft, phishing, and account takeover (Mytnyk et al., 2023). Online payment fraud has serious effects, resulting in significant financial losses for individuals and organisations, as well as reducing the trust of customers in online payment systems (Fernandes, 2013). Traditional approaches to fraud detection often rely on predetermined rules, heuristics, or thresholds to identify suspicious transactions (Hilal et al., 2022). While these strategies provided some amount of protection, they are usually inadequate in detecting complex and devolving fraud patterns (Hilal et al., 2022). Fraudsters frequently modify their approaches, making it difficult for rule-based systems to keep up with evolving fraud trends (Barkved, 2022). As a result, there is an urgent need for more advanced and adaptable fraud detection methods.

Machine learning, a subset of artificial intelligence, has emerged as an effective method for addressing the issues of detecting online payment fraud (Prajapati et al., 2023). Machine learning algorithms are capable of analysing vast amounts of data, detecting complex patterns, and adapting to evolving fraud patterns over time (Bin Sulaiman et al., 2022). These algorithms can learn the characteristics of authentic and fraudulent transactions using previous transaction data, allowing them to make accurate predictions about the potential of fraud in real-time (Bin Sulaiman et al., 2022). The application of machine learning in the detection of online payment fraud has yielded positive outcomes (Shah and Makwana, 2023). It enables the development of complex models capable of detecting fraudulent activities while minimising false positives (Shah and Makwana, 2023). These models can detect anomalies and patterns indicative of fraudulent activity by leveraging a wide range of features such as transaction metadata, client information, device data, and behavioural patterns (Shah and Makwana, 2023). Furthermore, machine-learning approaches can improve fraud detection systems by enabling real-time monitoring and analysis (Ashfaq et al., 2022). Online payment fraud can be recognised and prevented effectively with the combination of streaming data processing and anomaly detection techniques, reducing the potential financial impact on both customers and businesses (Lu et al., 2023). Despite the potential benefits of machine learning in fraud detection, various challenges must be addressed. Imbalanced datasets, in which real transactions outnumber fraudulent transactions, might result in biased models with high accuracy but have low fraud detection rates (Shakya, 2018). To properly solve this issue, preprocessing approaches such as oversampling or undersampling must be applied (Shakya, 2018). Also, due to the rapid rise of online transactions and evolving nature of fraud, fraud detection systems must adapt and learn in real-time (Zhu et al., 2021). Anomaly detection approaches, such as clustering or outlier identification, can aid in identifying previously undetected fraud patterns and improving fraud detection efficiency (Hilal et al., 2022). Real-time data stream integration allows for the analysis of transaction data as it flows, enabling immediate fraud detection and prevention (Rajeshwari and Babu, 2016).

In consideration of these challenges and opportunities, the purpose of this study is to look into the use of machine-learning approaches for detecting online payment fraud. This work aims to develop accurate and efficient models capable of detecting fraudulent transactions by exploring different algorithms, feature engineering methods, data preprocessing techniques, and real-time data analysis. By conducting comprehensive experiments and evaluations, this study seeks to develop fraud detection techniques in the field of eCommerce, ultimately improving the security and reliability of online payment systems.

## **1.2 Problem Background**

The e-commerce industry presents significant challenges that must be addressed to improve the security and integrity of digital transactions (Bezhovski, 2016). Traditional rule-based fraud detection systems are ineffective in dealing with complex and evolving fraud trends (Hilal et al., 2022). These techniques often yield high false-positive rates and undetected fraudulent transactions, resulting in financial losses and compromising security for users and businesses (Hilal et al., 2022). This challenge has an impact on the integrity of online payment systems and impedes the efficient and secure processing of digital transactions (Bezhovski, 2016). The literature on online payment fraud detection reveals various gaps and limitations in existing operations. Firstly, traditional rule-based systems fail to keep up with evolving fraud trends and variations, as fraudsters continuously modify their methods (Barkved, 2022). Also, imbalanced datasets, in which real transactions significantly outnumber fraudulent ones, make reliable fraud detection challenging (Shakya, 2018). The necessity for real-time fraud detection to reduce financial losses necessitates efficient and responsive systems capable of promptly analysing and detecting fraudulent activity (Zhu et al., 2021).

To address these issues, a possible solution is to use machine learning techniques for detecting online payment fraud. By utilising machine learning algorithms, which can analyse vast amounts of transaction data and adapt to evolving fraud trends, it is feasible to enhance accuracy and timeliness in identifying fraudulent activity (Ashfaq et al., 2022). This research hypothesis proposes that it is possible to improve online payment fraud detection and mitigate the shortcomings of traditional rule-based methods by implementing robust machine learning models, incorporating appropriate feature engineering techniques and data preprocessing methods, and integrating real-time data analysis.

## **1.3 Research Aim**

The study aims to develop and evaluate machine learning-based models for detecting online payment fraud, addressing gaps in the literature and providing a more effective and efficient strategy for preventing online payment fraud. The study seeks to contribute to the advancement of fraud detection methodologies, strengthen the security of online payment systems, and optimise placement provider workflow by minimising financial losses and enhancing trust in digital transactions.

## **1.4 Research Objectives**

1. Collect and preprocess a comprehensive dataset of online payment transactions for effective fraud detection.
2. Investigate and select suitable machine-learning techniques for fraud detection in online payment transactions.
3. Develop and implement a robust fraud detection model using the selected machine learning algorithms.
4. Evaluate the performance of the developed model using different metrics and criteria.

## **1.5 Research Scope**

The research scope encompasses both in-scope and out-of-scope parameters to establish the boundaries and limitations of the study.

## **1.5.1 In-Scope**

The study will investigate and apply several machine learning algorithms, such as logistic regression, decision trees, random forest, gradient boost, and support vector machines. The efficiency of these techniques in identifying online payment fraud will be evaluated. Feature engineering techniques will be explored to enhance the performance of fraud detection models. This includes selecting important features, reducing complexity, and generating derived features to increase model accuracy. Data preprocessing techniques will be explored to address the challenges posed by imbalanced datasets commonly encountered in fraud detection. Techniques such as oversampling, undersampling, and synthetic data creation will be considered to achieve an accurate representation of fraudulent and genuine transactions. The study will also focus on the integration of real-time data streams and anomaly detection methods. This will allow for the timely detection of fraudulent transactions, leveraging the continuous analysis of streaming data and the identification of anomalous patterns. The performance of the developed fraud detection models will be assessed using a variety of metrics and criteria, including accuracy, precision, recall, and F1-score.

## **1.5.2 Out-of-Scope**

The study makes no mention of other types of fraud, such as insurance or healthcare fraud. The focus is solely on detecting online payment fraud. This research does not specifically explore industry-specific fraud features. Rather than focusing on industry-specific features, the research seeks to develop methodologies that are applicable across different sectors. Geographical fraud patterns are not specifically taken into account. Rather than focusing on regional variations, the research seeks to develop methodologies that are applicable across different geographic locations. The legal and regulatory concerns associated with detecting online payment fraud are also beyond the scope of this study. The study focuses primarily on the technical aspects of implementing machine learning-based models rather than legal or regulatory frameworks.

## **1.6 Methodology**

This research project will employ machine learning techniques to develop an efficient model for detecting online payment fraud. In the first phase, a comprehensive dataset of both valid and fraudulent online financial transactions will be collected and pre-processed to ensure accuracy and consistency. Next, the relevant data will be extracted using feature engineering techniques. This involves discovering features that capture patterns and indicators of fraudulent activities and developing new features to improve the model's discriminatory ability. Various supervised machine learning algorithms such as logistic regression, decision trees, random forest, gradient boost, and support vector machines will be explored for fraud detection. The model will be trained to adjust its internal parameters to optimise its ability to differentiate between fraudulent and non-fraudulent transactions.

The developed system will be designed for real-time processing of online payment transactions, with a focus on efficient processing and low-latency response times. The system's performance will be assessed using cross-validation approaches. Experiments will be carried out to assess the system's performance under various circumstances, such as varying fraud rates or unbalanced datasets. The model's interpretability will also be investigated, with a focus on finding essential elements that contribute to fraud detection and analysing error patterns.

## **1.7 Contribution**

The primary contribution of this research is the development and implementation of robust machine learning-based models for detecting online payment fraud. The research will provide insights into the most effective methodologies for identifying fraudulent transactions by exploring and analysing various machine learning algorithms, feature engineering techniques, and data preprocessing methods. The findings will help to develop fraud detection methodologies while providing practical recommendations for fraud detection system implementation. Another significant contribution lies in the assessment of the developed models. The research will provide an objective assessment of the efficiency and limitations of the proposed machine learning-based fraud detection methodology by conducting comprehensive experiments and assessments using various metrics and criteria. The study seeks to provide a more accurate, adaptable, and real-time approach to fraud detection by addressing the limitations of traditional rule-based systems and evaluating the potential of machine learning. This, in turn, enhances the reliability and security of online payment systems and consumers and reduces the financial losses and compromised security experienced by individuals and businesses.

The significance of this research goes beyond the academic field. The research adds to the placement provider workflow by providing efficient and accurate solutions to prevent online payment fraud by establishing effective fraud detection models. The findings and recommendations of this study can help financial institutions, payment service providers, and e-commerce platforms improve their fraud prevention strategies and protect their customer's financial interests.

# **CHAPTER TWO**

# **LITERATURE REVIEW**

## **2.1 Overview**

In today's digital world, online payment fraud has become a major threat (Khando et al., 2022). As more financial transactions shift online, fraudsters take advantage of flaws in online payment systems, resulting in significant financial losses and compromised security (Mikkelsen et al., 2022). Traditional rule-based fraud detection approaches have limits in efficiently recognising and preventing growing fraud patterns; hence, innovative strategies that can adapt to evolving fraudulent strategies and improve fraud detection accuracy need to be developed (Bezhovski, 2016). The research gap lies in the need for new online payment fraud detection approaches that can adapt to evolving fraud strategies and enhance fraud detection accuracy. The current literature lays the foundation for understanding the challenges and limitations of traditional approaches, emphasising the need for advanced solutions. By addressing this research gap, the study aims to contribute to the development of effective online payment fraud detection systems.

To provide an understanding of the current state of the literature, the literature review provides an in-depth review of existing research on online payment fraud detection. It examines studies that contribute to the understanding of fraud detection approaches, machine learning algorithms, and techniques employed in the financial industry. It investigates the evolution of fraud detection technologies, from rule-based systems to the use of machine learning techniques.  By analysing previous research findings, the chapter examines the benefits and drawbacks of machine learning algorithms and real-time fraud detection approaches by analysing past research findings. The literature review also highlights the challenges associated with detecting online payment fraud. It highlights the gaps and limitations in the existing literature, emphasising the importance of additional research to address such shortcomings and increase the efficiency of fraud detection systems.

## Figure 1. Hierarchical taxonomy

## **2.2 Overview of Online Payment Fraud**

Online payment fraud is a widespread and growing challenge in the digital age, presenting serious threats to individuals, organisations, and financial institutions (Fernandez, 2013). Fraudsters use different kinds of ways to carry out fraudulent activities, including the use of stolen credit card information, identity theft, phishing attacks, and account takeovers (Mytnyk et al., 2023). The financial impact of online payment fraud is staggering, with projections estimating global losses exceeding $200 billion by 2024, as reported by Juniper Research (Smith, 2020). According to the research, businesses in eCommerce, airline ticketing, money transfer, and financial services would lose more than $200 billion to online payment fraud between 2020 and 2024, owing to the increased complexity of fraud attempts and an increase in the number of attack vectors. These alarming statistics highlight the crucial significance of developing efficient fraud detection systems. With the increase of digital transactions around the globe and the complexity of fraudulent strategies, fraudsters can operate across borders, complicating identification and prosecution (Gupta, 2023). Fraudsters can exploit flaws in systems and procedures in the digital landscape (Gupta, 2023). The internet and technology have made it less difficult for fraudsters to conduct their operations on a global level (Ali et al., 2019). Organisations struggle to recognise suspicious trends and detect fraud amidst the enormous number of legitimate transactions using traditional approaches as the number of digital transactions and data increases (Gupta, 2023).

To address this issue, researchers and industry practitioners have investigated various fraud detection approaches that make use of new technology such as machine learning (Yldrm and Bozyit, 2022). It is feasible to improve fraud detection accuracy and stay ahead of evolving fraud schemes by utilising machine learning algorithms, which can analyse enormous amounts of transactional data and uncover complicated patterns (Ali et al., 2022). Machine learning technologies can overcome the limitations of traditional rule-based systems by automatically learning from data and identifying anomalous activity associated with fraudulent transactions (Ali et al., 2022). However, despite the potential of machine learning for fraud detection, significant challenges and research gaps exist (Shakya, 2018). These include handling imbalanced datasets, where the number of genuine transactions far outnumbers the number of fraudulent ones, selecting appropriate machine learning algorithms, optimising feature engineering techniques, addressing real-time fraud detection requirements, and ensuring the interpretability of the fraud detection models (Shakya, 2018).

## **2.2.1 Definition of Online Payment Fraud**

Online payment fraud is a common and sophisticated type of cybercrime that targets digital transactions by exploiting vulnerabilities in online payment systems to perform unlawful and fraudulent activities (EU Cybersecurity Agency, 2018). It includes a wide variety of fraudulent activities carried out through digital platforms such as e-commerce websites, mobile applications, and online banking portals (Padmalatha, 2020). Malicious actors, often known as fraudsters, set up fraudulent operations by employing several deceitful strategies to access user accounts and exploit gaps in the payment ecosystem (Padmalatha, 2020).

## **2.2.2 Types of Online Payment Fraud**

Understanding the different types of online payment fraud is important for developing effective fraud detection strategies. Identifying and understanding the strategies employed by fraudsters can enable the effective of design targeted approaches to prevent them, thereby improving the security and reliability of online payment systems for consumers, businesses, and financial institutions (Cole, 2022). Types of online payment fraud include:

1. **Credit card fraud:** Credit card fraud is one of the most prevalent and well-known forms of online payment fraud (Fontinelle, 2023). Credit cards are often used in online purchases and e-commerce and are popular for online banking (Cherif et al., 2023). However, the evolution and widespread adoption of credit card use has resulted in the emergence of different types of fraud, with fraudsters employing increasingly sophisticated methods to execute fraudulent transactions, leading to considerable losses for cardholders and banks (Cherif et al., 2023). Criminals obtain stolen credit card information, including card numbers, expiration dates, and security codes, through various techniques such as hacking, data breaches, or skimming devices in this type of fraud (Crail, 2023). They then use the stolen information to make fraudulent purchases or transactions, usually online, without the legitimate cardholder's knowledge or approval (Crail, 2023).

Fraudsters may test the authenticity of stolen credit card information by exploiting weaknesses in e-commerce websites or payment processing systems (Chen, 2015). Before making bigger transactions, they may make small, inconspicuous purchases to determine whether the card is active and legitimate (Chen, 2015). Credit card fraud presents major risks to customers and businesses alike, causing financial losses for cardholders and chargebacks for retailers, resulting in revenue loss and higher operational costs (Hilal et al., 2022).

1. **Account takeover:** When fraudsters obtain unauthorised access to legitimate user accounts, such as email accounts, social media profiles, or online banking accounts, this is referred to as account takeover fraud (Mello, 2020). They can perform fraudulent transactions, make unauthorised modifications, or use the account holder's personal information for malicious purposes after they get access (Mello, 2020). Account takeover fraud is often associated with phishing attacks, in which fraudsters employ deceptive strategies to fool users into disclosing their login details or personal information (Ashiru, 2021). Once a fraudster gains access to a user's account, they can use it to make unauthorized purchases, access sensitive information, or engage in other fraudulent activities while pretending to be the legitimate account owner (DAngelo, 2023). Individuals might suffer significant financial losses, compromised personal information, and significant reputational damage if fraudulent activities are linked to the victim's account (DAngelo, 2023).
2. **Identity theft:** identity theft is a serious and widespread type of online payment fraud in which fraudsters obtain and exploit personal information such as social security numbers, addresses, and birthdates to assume the identities of others (US Department of Justice, 2020). They can create phoney accounts, apply for credit cards, and engage in other financial transactions in the victim's name using this stolen identity (US Department of Justice, 2020). Identity theft is often facilitated by data breaches or hacking incidents that expose individuals' personal information, which may later be sold on the dark web or used for fraudulent purposes (Szakonyi et al., 2021). Identity theft victims may have significant financial implications since their credit scores may be severely impacted, making it harder to get loans or credit, and they may spend a significant amount of time and money resolving fraudulent accounts and activities (DeLiema et al., 2021).
3. **First-party fraud:** First-party fraud, commonly referred to as friendly fraud or bust-out fraud, is a unique and deceptive type of online payment fraud (Evans, 2022). Individuals knowingly participate in fraudulent activities using their own identities to earn dishonest financial gains or benefits (Cox, 2023). This may involve applying for loans, credit cards, or other financial services with no intention of repaying them, thereby scamming lenders or financial institutions (Cox, 2023). First-party fraud is more difficult to detect than typical online payment fraud as fraudulent activities are carried out by persons who legitimately hold the identification and account information used (Sadowski and Rathle, 2014). As a result, fraud detection systems may be unable to detect this sort of fraud, causing lenders and financial institutions to incur financial losses (Sadowski and Rathle, 2014).

## **2.3 Traditional Approaches to Fraud Detection**

Traditional approaches to online payment fraud detection have been widely employed, but they face challenges with keeping up with the evolving nature of fraud patterns (Hilal et al., 2022). To identify suspicious transactions, rule-based technologies like rule engines and threshold-based systems have traditionally been used (Nethone, 2021). These approaches, however, often have significant false-positive rates and may miss identifying fraudulent activities (Nethone, 2021). Because they rely on predetermined rules and thresholds, they are less adaptable to identifying evolving and innovative fraud patterns, limiting their overall efficacy in addressing online payment fraud (Karczewski, 2020).

## **2.3.1 Rule-based Systems**

For many years, rule-based systems have been a core technique in fraud detection (Aparicio et al., 2020). These systems operate by defining a predefined set of rules and thresholds based on previous fraud tendencies and expert knowledge (Baumann, 2021). When a transaction satisfies specific criteria or matches known fraud patterns, the system flags it as suspicious and recommends an additional investigation or rejection (Baumann, 2021).

While rule-based systems are relatively simple to implement and interpret, they have several limitations that hinder their ability to identify sophisticated and evolving fraud strategies (Swaminathan, 2020). One of the major drawbacks of the rule-based approach is its inflexibility in dealing with situations that go beyond its preset rules (Haponik, 2023). In essence, if a situation does not conform to the system's preset rules, the system may produce incorrect outcomes (Haponik, 2023). Predefined rules may rapidly become obsolete if fraud trends evolve and fraudsters adopt new attack strategies (Baumann, 2021). Maintaining and updating rules to stay up with new fraud strategies may be a challenging task for fraud analysts, and it may necessitate regular monitoring and revisions (Aschi et al., 2022). This lack of flexibility can make rule-based systems less effective over time in the continually evolving context of online payment fraud (Aschi et al., 2022). To reduce false negatives, rule-based systems sometimes use a conservative approach, which can contribute to an increase in false positives (normal transactions incorrectly identified as fraudulent) (Lopes, 2023). When rules are extremely strict, they may cause a large number of false positives, necessitating human review and verification and potentially delaying the processing of legitimate transactions (Vorobyev and Krivitskaya, 2022). A high percentage of false positives can adversely impact the user experience, resulting in customer dissatisfaction and transaction cancellation (Vorobyev and Krivitskaya, 2022).

Fraudsters continuously refine their strategies, resulting in more complex and dynamic fraud patterns (Hilal, 2022). Traditional rule-based systems may struggle to detect subtle anomalies or deviations from preset rules, allowing evolving fraud patterns and sophisticated attacks to go unnoticed, exposing customers and businesses to increased risks. Hilal, 2022). When dealing with a huge volume of real-time transactions, rule-based systems may face scalability issues (Zhou et al., 2017). Scaling the model increases the number of rules proportionally, increasing the system's complexity over time and making maintenance and updating more difficult (Haponik, 2023). Scaling rule-based systems can also result in higher computing needs, which, if not met, can result in longer computation times (Haponik, 2023).

## **2.3.2 Case Studies of Traditional Approaches in Fraud Detection**

Salim et al. (2023) discussed the limitations of traditional rule-based systems in detecting advanced persistent threats (APTs), which are sophisticated and targeted attacks aimed at specific entities. The study's findings are reviewed in terms of research gaps in the literature, and the study provides key recommendations for developing an effective model for early APT detection.

APTs are difficult to detect because of their ability to bypass specified rules, leaving rule-based systems inefficient in detecting these sophisticated and stealthy attacks (Berrada et al., 2020). This highlights the need for advanced methodologies capable of capturing and adapting to the complex and dynamic nature of fraud patterns, resulting in higher levels of accuracy and detection capabilities. Research on Cybersecurity and Fraud Detection in Financial Transactions by Aschi et al. (2022) highlights the limitations of rule-based approaches and reveals how machine learning may address many of these limitations and detect risky transactions more effectively. According to the study, the rules can be easily updated over time, or new rules can be inserted in response to specific needs to address new threats; however, as the number of fraud detection rules expands and more rules are combined for the detection of complex fraud cases, the more the rules may conflict with each other due to semantic inconsistencies. This causes the rule-based system to function inefficiently. Aschi et al. (2022) built a lambda architecture that handles both real-time and batch analytics operations using an integrated approach. Lambda architecture is a data processing architecture that combines batch processing with real-time stream processing to manage massive volumes of data (Loganathan, 2023). The solution proposed in this research aims to support fraud analysts innovatively and efficiently while also automating fraud detection procedures. Other studies have also highlighted the limitations of traditional approaches in detecting specific types of fraud. Mahdi et al. (2014) patented their invention that, in one component, provides a system and method for identifying first-party fraud. They examined the challenges involved in identifying first-party fraud, which occurs when individuals intentionally engage in fraudulent actions using their own identities. The inventors argued that traditional approaches struggle to capture the subtle behavioural patterns and nuances associated with this type of fraud, further emphasizing the need for more advanced and adaptive techniques.

## **2.4 Machine Learning in Fraud Detection**

Machine learning approaches have received a lot of interest in the field of fraud detection due to their capacity to learn from data and recognise complex patterns (Ali et al., 2022). Machine learning has emerged as a powerful and effective method for detecting fraud in online payment systems (Hajek et al., 2022). Machine learning algorithms, as opposed to traditional rule-based systems that rely on predefined rules and thresholds, may automatically learn complex patterns and anomalies from huge volumes of transaction data (Sen and Mehtab, 2020). Because of this adaptability, machine learning models can keep up with new fraud strategies, making them more resilient and efficient at identifying fraudulent behaviour in real-time (Sen and Mehtab, 2020). One of the primary advantages of machine learning in fraud detection is its capacity to learn from past data and uncover patterns that would otherwise be missed by manual analysis (Ali et al., 2022). Machine learning algorithms can detect subtle relationships and behavioural patterns suggestive of fraudulent activity by examining prior transaction records (Xie et al., 2022). Furthermore, machine learning algorithms can handle large volumes of transaction data quickly, making them suitable for real-time processing and detection of fraudulent transactions (Bynagari, 2015). Machine learning models can be trained to distinguish between legitimate and fraudulent transactions based on various features, including transaction amount, time, location, and user behaviour (Mytnyk et al., 2023). The learnt patterns are then used to define decision limits, allowing the model to classify new, unseen transactions as either genuine or fraudulent (Mytnyk et al., 2023). Machine learning models are also able to evolve and adapt in response to the continual influx of data to detect evolving fraud strategies effectively (Jeffers, 2023).

## **2.4.1 Supervised Learning Algorithms for Fraud Detection**

Supervised learning techniques are widely employed in the detection of online payment fraud because they are based on the notion that fraudulent patterns may be learned from the analysis of previous transactions (Carcillo et al., 2021). Supervised learning algorithms are trained on labelled data, with each transaction classified as either genuine or fraudulent (Afriyie et al., 2023). The model learns from labelled instances to generalize and predict unlabelled input (Afriyie et al., 2023). Several supervised learning techniques have been used to detect fraud:

* **Logistic Regression:** Logistic regression is a widely used linear classification approach that assesses the likelihood of a transaction being fraudulent based on its input features (Ruchay et al., 2023). Logistic regression is simple to implement and interpret, performs well with categorical features, and is effective for problems related to binary classification such as fraud detection (Mytnyk et al., 2023).
* **Decision Trees:** Based on a sequence of binary judgments, decision trees construct a tree-like model to classify transactions (Song and Lu, 2015). They are interpretable, can handle non-linear feature relationships, and perform well on small to medium datasets (Mytnyk et al., 2023).
* **Random Forest:** The random forest is one of the most accurate fraud detection algorithms in the financial industry (Afriyie et al., 2023). Random forests are an ensemble learning strategy that combines multiple decision trees to increase accuracy and avoid overfitting (Mytnyk et al., 2023). Random forests are a type of prediction model that is made up of an ensemble of (randomized) decision trees (Karlsson, 2017). Several variations of the same approach have been examined, but they mostly differ in how randomization is introduced both in the training set and in the decision tree learning technique while maintaining the low bias of the individual models (Karlsson, 2017). The random forest does not normally require a feature selection technique; however, one disadvantage of this approach is how fast it may recognize data with a broad range of values and variables with multiple values as fraudulent (Afriyie et al., 2023).
* **Support Vector Machines (SVM):** SVM is a sophisticated classification technique that identifies the best hyperplane in a high-dimensional feature space to distinguish between legitimate and fraudulent transactions (Behravan et al., 2016). Support Vector Machine (SVM) is used to solve classification and regression issues (Kumbhar et al., 2023). SVM is resistant to noise and overfitting, and it provides a regularization parameter to help reduce overfitting (Kumbhar et al., 2023).
* **Neural Networks:** Deep learning architectures such as recurrent neural networks (RNNs) and convolutional neural networks (CNNs) have shown promising results in fraud detection (Berhane et al., 2023). Bagged ensemble learning approaches enable these machine learning algorithms to provide efficient results and excel at collecting complicated patterns and correlations in sequential or spatial data (Abakarim et al., 2023).
* **Ensemble Methods:** Ensemble learning is a type of hybrid learning system in which multiple analytics are intelligently merged to achieve better (more accurate, robust, etc.) outcomes than single analytics can deliver (Simske, 2019). Ensemble approaches like boosting, stacking, and bagging integrates numerous weak classifiers to form a better overall model, resulting in enhanced accuracy and generalization (Simske, 2019).

## **2.4.2 Unsupervised Learning Algorithms for Fraud Detection**

Unsupervised learning algorithms do not require labelled data and instead focus on detecting abnormalities or outliers in transaction data (Goldstein and Uchida, 2016). These anomalies might be fraudulent transactions that deviate significantly from the normal behaviour of legitimate transactions (Hilal et al., 2022). Unsupervised learning algorithms are especially beneficial when previously labelled fraud data is scarce or unavailable, as they can detect new fraud patterns without requiring labelled instances (Murorunkwere et al., 2022). However, due to the lack of defined fraud labels, they may generate more false positives (Murorunkwere et al., 2022).

Some unsupervised learning techniques used in fraud detection include:

* **Anomaly detection:** Unsupervised learning models based on anomaly detection algorithms, such as isolation Forest and one-class Support Vector Machine algorithms, can learn the normal behaviour of legitimate transactions and flag transactions that deviate from this normal behaviour as potentially fraudulent (No Author, 2022). These algorithms are designed to recognize a group of outliers, assign artificial fraud labels to these outliers, and then train a new dataset to look for other patterns or indicators of fraud (No Author, 2022).
* **Clustering algorithms:** Clustering algorithms group data so that points inside a single group or cluster are similar to one another but different from points in other groups (Nowak-Brzeziska & Weronika, 2021). Clustering has been proven to be an excellent consideration for anomaly detection (Al-Anazi et al., 2016). Clustering methods aggregate together comparable transactions based on feature similarities (Al-Anazi et al., 2016). Unusual or outlier clusters may contain fraudulent activities.

## **2.4.3 Semi-Supervised Learning Algorithms for Fraud Detection**

Semi-supervised learning algorithms combine labelled and unlabeled data to increase the accuracy of fraud detection models (Carcillo et al., 2021). Semi-supervised learning solves the issues of unbalanced datasets and a scarcity of labelled fraud instances by leveraging both labelled fraud instances and a substantial volume of unlabeled data (Carcillo et al., 2021).

Two common semi-supervised learning techniques used in fraud detection are:

* **Active learning (AL):** Active Learning (AL) has become one of the most widely used machine learning techniques because it can effectively train a model using a large volume of unlabeled data and is appropriate for cases where a large volume of unlabeled data can be easily collected but labelling them requires a lot of manpower and material resources (Qin et al., 2021). Active learning selects the most informative instances from unlabeled data to be identified by a human expert (Qin et al., 2021). Active learning minimizes annotation effort and increases model performance with a limited labelled dataset by systematically selecting the most uncertain or ambiguous instances (Gui et al., 2021).
* **Self-training:** Self-training is an iterative method that begins with a model trained on a small labelled dataset (He et al., 2019). After that, the model is used to predict labels for the unlabeled data, and confident predictions are added to the labelled dataset for the next iteration (Tanha et al., 2017). This procedure is repeated until convergence, progressively improving the model's performance (He et al., 2019).

## **2.4.4 Studies on the Use of Machine Learning for Fraud Detection**

Several studies have investigated the use of machine learning algorithms for detecting online payment fraud, demonstrating their effectiveness and superiority over traditional rule-based approaches.

Sai et al. (2019) conducted a study on credit card fraud detection, applying logistic regression, naive Bayes, decision trees, random forests, AdaBoost, gradient boosted tree, neural network, support vector machine, and K-nearest neighbour, with the random forest model having the best performance of 55.07% FDR at 3% in testing. Their results demonstrated higher accuracy compared to rule-based approaches, demonstrating the potential of machine learning algorithms in detecting fraudulent transactions. The findings contribute to the notion that machine learning algorithms may effectively detect the complex patterns and irregularities associated with fraud, resulting in higher detection rates. Ensemble methods, such as random forest, have gained popularity in fraud detection due to their ability to handle high-dimensional data and capture complex fraud patterns (Sohony et al., 2018). Jebaseeli et al. (2021) utilized random forest as an ensemble method to detect fraudulent activities involving credit card transactions. Their research found that the random forest algorithm outperformed traditional rule-based systems in terms of accuracy, precision, and recall. Deep learning models have emerged as an efficient tool in fraud detection in recent years, particularly for identifying temporal and geographical correlations within transaction data (Kanika and Singla, 2020). Krishnan et al. (2022) investigated fraud detection using recurrent neural networks (RNNs) and convolutional neural networks (CNNs). Their findings indicated that these deep learning models are effective at collecting sequential patterns and spatial relationships, resulting in improved fraud detection accuracy.

These examples highlight the potential of machine learning techniques such as logistic regression, decision trees, random forests, RNNs, and CNNs in detecting fraud in online payment systems. The ability of these algorithms to analyse massive amounts of transactional data and detect subtle indications of fraudulent activity provides significant advantages over traditional rule-based techniques (Gupta, 2023). Leveraging machine learning algorithms can lead to improved fraud detection rates, reduced false positives, and enhanced overall security in online payment systems (Gupta, 2023).

## **2.5 Feature Engineering Techniques**

Feature engineering plays a vital role in increasing the performance of fraud detection models by selecting and developing important features that better capture fraud patterns, (Alejandro et al., 2016). Several strategies have been used to improve the discriminating power of features and to optimise data representation. Feature selection techniques, such as information gain and correlation analysis, have been widely used to identify the most informative features for fraud detection (Mienye and Sun, 2023). Information gain measures the reduction in uncertainty about the fraud label by adding a particular feature to the model (Senthilnathan, 2019), while correlation analysis assesses the relationship between features and the target variable (Mienye and Sun, 2023). The dimensionality of the feature space may be minimised by selecting the most significant features, enhancing computational performance and preventing the model from being overwhelmed by irrelevant or duplicate information (Huang et al., 2019). Principal component analysis (PCA), for example, has been used in fraud detection to reduce the dimensionality of the feature space while maintaining as much information as possible (Anowar et al., 2022). PCA determines the fundamental components in the data that capture the maximum variance and projects the original features onto these components (Kurita, 2020). This aids in the identification of the most essential underlying patterns in the data, allowing for a more compact representation of the features and reducing the computational complexity of the fraud detection model (Kurita, 2020). In addition to feature selection and dimensionality reduction, the generation of derived features can improve the distinction between legitimate and fraudulent transactions (Aziz et al., 2013). Derived features are developed by merging or altering existing features to capture complex relationships and patterns (Aziz et al., 2013). Transaction frequency, average transaction value, and duration between transactions, for instance, are relevant in discriminating between legitimate and fraudulent transactions (Diadiushkin et al., 2019). These behavioural features provide insights into typical patterns and behaviours associated with legitimate transactions and aid in the detection of deviations that may indicate fraudulent activity (Diadiushkin et al., 2019).

## **2.6 Data Preprocessing and Imbalance Handling**

Handling imbalanced datasets, where legitimate transactions exceed fraudulent ones, is a key challenge in detecting online payment fraud (Kaniika et al., 2022). Machine learning algorithms trained on imbalanced datasets may display biased behaviour, favouring the majority class (legitimate transactions) and resulting in poor detection of fraudulent activity (Alamri and Yhklef, 2022). To address this issue, researchers have developed various data preprocessing techniques that may efficiently manage unbalanced datasets. One such technique is oversampling which seeks to balance the dataset by producing synthetic instances of the minority class (Yi et al., 2022). SMOTE (Synthetic Minority Over-sampling Technique) is a popular oversampling approach that generates synthetic examples by interpolating between neighbouring instances of the minority class (Yi et al., 2022). SMOTE helps to reduce the class imbalance problem and enhance the identification of fraudulent transactions by boosting the representation of the minority class (Douzas et al., 2018). Undersampling techniques, on the other hand, randomly eliminate instances from the majority class to produce a balanced distribution between the two classes. Tsai et al. (2019). Undersampling reduces the dominance of the majority class and prevents the algorithm from favouring it (Dubey et al., 2014). However, undersampling may result in the loss of valuable data, especially if the dataset is already limited (Dubey et al., 2014).

Hybrid approaches that combine oversampling and undersampling techniques have also been explored to handle imbalanced datasets effectively (Wong et al., 2018). These techniques seek to find a balance between protecting the dominant class' integrity and enhancing minority class representation (Wong et al., 2018). These hybrid techniques, which include oversampling and undersampling, can address the imbalanced nature of the dataset and increase the overall performance of fraud detection models (Junsomboon and Phienthrakul, 2017). In addition to oversampling and undersampling, synthetic data generation methods have been employed to address the class imbalance problem. Generative Adversarial Networks (GANs) have been used to generate realistic synthetic fraudulent transactions that may be contributed to the dataset (Sauber-Cole and Khoshgoftaar, 2022). GANs are made up of two networks: a generator network that creates synthetic samples and a discriminator network that differentiates between real and synthetic samples (Randhavane et al., 2019). GANs can develop synthetic data that closely match fraudulent transactions by iteratively training these networks, balancing the dataset and enhancing the effectiveness of fraud detection algorithms (Sauber-Cole and Khoshgoftaar, 2022).

## **2.7 Real-time Fraud Detection**

Real-time fraud detection is essential to reduce the financial implications of fraudulent transactions in online payment systems (Rajeshwari and Babu, 2016). Traditional batch processing systems, in which data is processed at predetermined intervals, may not be adequate for detecting fraudulent transactions promptly (Roditi, 2023). As a result, real-time data stream integration and the adoption of anomaly detection algorithms have gained significant interest in the field of fraud detection (Roditi, 2023). Streaming data processing frameworks have emerged as important tools for dealing with the high-velocity data streams generated by online payment systems (Kolajo et al., 2019). Frameworks like Apache Kafka and Apache Flink can manage massive amounts of data and perform real-time transaction analysis (van Dongen et al., 2020). These frameworks provide the infrastructure required to handle and analyse data as it comes in, ensuring that fraud detection algorithms can keep up with the high volume of transactions (van Dongen et al., 2020).

Anomaly detection algorithms are very useful in real-time fraud detection because they can detect deviations from typical behaviour as transactions happen (Hilal et al., 2022). Isolation Forest is an example of an anomaly detection technique that works by separating observations from a dataset that is regarded to be abnormal (Xu et al., 2023). The method can successfully identify fraudulent transactions that deviate from the regular patterns presented by legitimate transactions by generating decision trees and identifying cases with shorter average path lengths Vanini et al., 2023). One-Class Support Vector Machines (SVMs) are another commonly used anomaly detection technique in real-time fraud detection (Hejazi and Singh, 2013). One-Class SVMs are trained on a single class of data (i.e., real transactions) to differentiate normal data points from outliers (fraudulent transactions) (Kawade et al., 2022). One-Class SVMs may detect instances that deviate from regular behaviour by learning the limits of normal behaviour and flagging them as potentially fraudulent (Kawade et al., 2022).

## **2.8 Literature Summary**

|  |  |  |
| --- | --- | --- |
| **Methods for detecting online payment fraud** | **Literature** | **Findings** |
| Traditional approaches   * Rule-based systems | Salim et al. (2023):  A systematic literature review for APT detection and Effective Cyber Situational Awareness (ECSA) conceptual model | * Rule-based systems inefficient in detecting advanced persistent threats (APTs) because of their sophistication and ability to bypass specified rules. * Highlights the need for advanced methodologies that can capture and adapt to the complex and dynamic nature of fraud patterns. |
|  | Aschi et al. (2022):  Cybersecurity and fraud detection in financial transactions. | * Rules can be easily updated over time; however, as the number of fraud detection rules expands, they may conflict with each other due to semantic inconsistencies. * Built a lambda architecture that handles both real-time and batch analytics operations using an integrated approach aimed at automating fraud detection procedures. |
|  | Mahdi et al. (2014):  First party fraud detection system | * Traditional approaches struggle to capture the subtle behavioural patterns and nuances associated with first-party fraud. * Patented their invention that provides a system for identifying first-party fraud. |
| Machine learning   * Supervised machine learning * Semi-supervised machine learning * Unsupervised machine learning | Sai et al. (2019):  Effective detection of credit card fraud using logistic regression, decision tree and machine learning techniques | * Conducted a study on credit card fraud detection, applying logistic regression, naive Bayes, decision trees, random forests, AdaBoost, gradient boosted tree, neural network, support vector machine, and K-nearest neighbour. * Their results showed higher accuracy compared to rule-based approaches in detecting fraudulent transactions. |
|  | Jebaseeli et al. (2021):  Fraud detection for credit card transactions using random forest algorithm | * Used random forest as an ensemble method to detect fraudulent activities involving credit card transactions. * Found that the random forest algorithm outperformed traditional rule-based systems in terms of accuracy, precision, and recall. |
|  | Krishnan et al. (2022):  Development of Deep Learning based intelligent approach for credit card fraud detection | * Investigated fraud detection using recurrent neural networks (RNNs) and convolutional neural networks (CNNs). * Found that CNNs and RNNs are effective at collecting sequential patterns and spatial relationships, resulting in improved fraud detection accuracy. |
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